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ABSTRACT 1 
Highways are significant instruments for transportation in United States, and the common opinion 2 

is that increasing highway networks leads to major changes in economic development. In general, 3 

the quantification of the highways is performed by capital stock approach in monetary terms. In 4 

capital theory, the increase of the stock value can be calculated by gross investment values. On the 5 

contrary, deduction is performed with the assumption of different depreciation patterns which their 6 

representations of the real deduction in the assets have been questioned. This paper provides an 7 

empirical evaluation that focuses on the representability of new depreciation patterns which are 8 

derived from the deterioration functions of New Jersey State bridge decks. This study measures 9 

the Gross County Product (GCP) change between 1999 and 2013 in 18 counties of NY/NJ regional 10 

area in an econometric model with geometric depreciation pattern and proposed 22 new 11 

depreciation patterns. The results show that an increase in highway capital stock has a significant 12 

and positive impact on economic growth in the region. The models are used in the forecast of year 13 

2016 GCP values of each county. Although some of the counties in the models do not reflect 14 

significant improvement in the new depreciation models, some of the counties show an observable 15 

decrease in the estimation errors. It is indicated that in the counties where the models give positive 16 

improvements, the new depreciation patterns can be used as a tool to estimate more precise GCP 17 

values for policy makers. 18 

 19 

 20 

Keywords: highway investment, highway capital, economic growth, depreciation, 21 

deterioration, panel data, dynamic panel model 22 

 23 

 24 

 25 

 26 

 27 

 28 

 29 

 30 

 31 

 32 

 33 

 34 

 35 

 36 

 37 

 38 

 39 

 40 

 41 

 42 

 43 

 44 

 45 



Kalan                                                                                                                                                                             3 

INTRODUCTION 1 
Transportation expansion and improvement of the existing capacities are the key determinants for 2 

the performance of the infrastructure systems. An efficient transportation system can lead to 3 

greater  economic and social benefits by improving market accessibility, increasing production 4 

efficiency, providing balanced growth of regional economies, providing employment and enabling 5 

labor force mobility (1) (2) (3).  6 

Many of the previous studies have identified relationships between transportation 7 

investment and economic development (4) (5) (6) (7). However, other studies show an 8 

insignificant and even negative relationship between transportation investments and economic 9 

growth. Possible reasons for those results include construction of an excess of roadways, 10 

underutilized capacities of existing networks, negative spillover effects, not to achieve 11 

corresponding cost utilizations or easiness in logistics, etc (8).  12 

In some of the studies, a positive relationship between transportation investment and 13 

economic growth exists. The relationships are established using Production Function forms where 14 

the economical outputs are explained by capital stock-based regressors, of which highways are 15 

one of the capital stock values. These capital stock values change over time to reflect wear and 16 

tear, deterioration and some other factors. Capital stock is a product that loses value every year 17 

until new investments help to increase its value a specified amount. However, calculating the 18 

decrease in capital stock value is not as easy and clear as calculating the increase in that value. 19 

Existing methodologies to calculate this decrease in the value of the capital stock are called 20 

Depreciation Rate or Pattern. The common methods used in highway capital stock decrease are 21 

Geometric Rate and Linear Depreciation (9). 22 

On the other hand, there are some questions for the representation of these depreciation 23 

patterns in the computation of decrease in certain type of capital stocks. For example, using a linear 24 

depreciation pattern for a capital stock, in which the value decreases the same amount during every 25 

year or period, may not provide the real change of that stock value. Additionally, the existing 26 

depreciation methodologies in the literature, especially for the public stocks, provide models to 27 

sustain the homogeneity among the differentiations of countries, technical considerations and other 28 

characteristics. This makes it difficult to calculate the exact or close to real depreciation values. In 29 

the scope of highway capital stock, this problem is disclosed by Ozbay, Ozmen-Ertekin and 30 

Berechman (7). In their study, a geometric depreciation pattern is used due to the lack of a better 31 

option. It is mentioned that “the use of a variable depreciation rate in calculating the highway 32 

capital stocks would be much more realistic”. Additionally, their future recommendations suggest 33 

that “development of a depreciation rate in a functional from which varies with traffic volume and 34 

environmental conditions, among other variables requires careful consideration which could be 35 

provided in a future study” (7).  36 

The objective of this paper is to recommend new depreciation patterns in the calculations 37 

of highway capital stock values. Due to the aforementioned reasons, achieving positive results may 38 

not be possible in certain areas and timeframes. Therefore, the same area and nearest time interval 39 

of Ozbay, Ozmen-Ertekin and Berechman (7) study, which includes 18 counties of NY/NJ 40 

metropolitan areas, is chosen but different time periods from 1999 to 2013. The suggested new 41 

depreciation patterns are selected from the study of Lou et al. 2016, which displays the deck 42 

deterioration patterns of 24 different highways in New Jersey State data from 1992 to 2013. The 43 

reasons for choosing these patterns are: (1) it is the most recent dataset to represent the retirement 44 

pattern for highways or bridge decks in the region; (2) this dataset reflects all the physical factors 45 



Kalan                                                                                                                                                                             4 

that have direct impacts on the decks, such as traffic loads, climatic conditions, and especially 1 

overweight trucks, which is not an easy task to incorporate into a depreciation formula.  2 

Another aim of this paper is to test the results of the models with new depreciation patterns 3 

with 2016 real Gross County Product values of each county. 4 

LITERATURE REVIEW 5 
The effects of transportation and highway investments on economic growth in different countries 6 

and regions are evaluated in some of the studies in the literature (4) (10). The literature depicts a 7 

significant variety in the relationships between transportation investments and economic changes, 8 

in terms of the positive or negative impact and output elasticity values as well. Some of these 9 

existing studies find that transportation has a positive impact on economic growth output (4) (6) 10 

(11) (12) . The output elasticity results differ from high to low values such as, 0.39-0.56 (13), 0.33 11 

(14), 0.25 (11), 0.135-0.206 (15), 0.04 (12), 0.08 (16). The difference of coefficients in the models 12 

stems from the differences in the definition of capital stock, estimation methods and level of 13 

analysis. However, some of the studies find light evidence for transport-led economic growth 14 

contention, such as Chandra and Thompson (17) and Evans and Karras (18). 15 

The spillover effect is another important issue in the relationship between transportation 16 

and economic growth. The spillover effect is the spreading impact of an action that occurred in 17 

one location to any other neighbor locations in a positive or negative direction. For example, an 18 

increase in highway capital stock in a location can create a positive or negative impact on economic 19 

output of a neighbor location. Some of the studies in transportation literature question the 20 

consequences of spillover. According to Munnell (19) highway capital creates positive spillover 21 

effects. Boarnet (20) indicates that the effects of transportation infrastructure on the economy are 22 

divided into a direct and an indirect effect concept. The results show that both effects were 23 

equivalent to each other by plus and minus, contrary signs. Highway investment has an indirect 24 

effect on the neighbor states in a study by Holtz-Eakin and Schwartz (21).  25 

However, positive effect of spillover is not generally accepted by all of the researchers. For 26 

example, Chandra and Thompson (17) collected data in the US from 1969 to 1993, and they show 27 

that national acting industries benefitted from these transportation investments, while only a 28 

redistribution of economic activity is observed in local acting industries (17). A cost function was 29 

used by to manufacturing data ranging from 1982 to 1996. In this study, production, capital, labor 30 

and materials of existing states and the neighbours’ regressors are used. Results indicate that if a 31 

neighboring state’s infrastructure stock is not included, the elasticity is around 0.15. But, when 32 

you consider spillover, elasticity value increases up to 0.23 (22). Pereira and Roca i Sagalés (23) 33 

investigated the regional effects in Spain and the potential presence of spillover effects by using 34 

data from 1970 to 1995. Employment, private and public capitals are chosen as regressors. Their 35 

suggestion is that output is affected by public capital with an elasticity of 0.523. The main finding 36 

of that study is that the spillover effect is much more significant than the public capital impact on 37 

the one region by itself (23). 38 

Depreciation Literature 39 
In calculating economic growth, a hypothesis based on aggregate production function is commonly 40 

used. This hypothesis stems from the neoclassical theory of capital and establishes a relationship 41 

between output, labor and capital. The most problematic element among them is capital. The 42 

reason behind this is that the theory defines capital as a measure in terms of value. Labor and 43 

output are commonly agreed on the type of their quantifications, however, there are some issues 44 

in the calculation of capital. It has its law of motion with additions and deductions. Increase in the 45 

capital stock value is a clear-cut concept with a single gross investment factor. However, decreases 46 
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in capital stock are not as easily and accurately quantified. Therefore, a concept called depreciation 1 

has been derived to quantify reductions in capital stock over time (24). 2 

Faced with the necessity of deduction calculations in capital stock, Jorgenson (25) 3 

pioneered a work known as proportionality theorem in 1963. This theorem indicates that 4 

depreciation and replacement of capital goods is done at a constant rate, proportional to the 5 

corresponding capital stock. This procedure is known as the perpetual inventory method (PIM) 6 

and gives quantity of capital stocks with the accumulation of the investments: 7 

𝐾𝑡 = 𝐾𝑡−1(1 − 𝛿) + 𝐼𝑡                                                                                                                 (1) 8 

This way of interpreting the phenomenon of depreciation is common in quantitative 9 

measurement. The main problem of this theorem is that it focuses on age and ignores the role of 10 

economic variables, such as intensity of use, maintenance and repair, obsolescence caused by 11 

embodied technical progress, uncertainty, or the business cycle, in determining the depreciation of 12 

capital assets (24).  13 

After a long period of theoretical discussions, OECD carried out studies to establish a 14 

framework for a depreciation concept and prepared proposals. The purpose of these proposals is 15 

twofold: to harmonize the uses and criteria of the different national statistical agencies and achieve 16 

the highest degree of homogeneity among the indicators calculated for the different countries. The 17 

most common practice is to assign accounting values based on assumptions about the mathematical 18 

functional form of survival (retirement) profile, efficiency profile according to age, and age-price 19 

profile of an asset or cohort of assets (9).  20 

In this context, the precision of perpetual inventory method in the implementation directly 21 

relates to the particular choice of the asset retirement distribution. A survival profile pertinent to 22 

this retirement process is necessary, and a key factor in this approach is the average service life 23 

(24). 24 

As it is addressed in OECD publication in 2009, the mortality and survival functions can 25 

be defined in four categories in terms of the common practices of the OECD countries: Linear, 26 

Delayed Linear, Bell-Shaped and Simultaneous Exit (9). 27 

In the linear retirement pattern, the assumption is that the assets will be discarded at the 28 

same rate each year from the time of installation until twice the average service life. However, 29 

assets are by definition expected to remain in use for several years, and discards in the years 30 

immediately after installation are likely to be rare for most assets. Thus, linear retirement fails the 31 

test of plausibility (9). 32 

The simultaneous exit retirement function assumes that all assets are retired from the 33 

capital stock at the moment when they reach the average service life for the type of asset concerned. 34 

The survival function therefore shows that all assets of a given type and cohort (i.e. year of 35 

installation) remain in the stock until time T, at which point they are all retired together. However, 36 

it is not plausible to assume that all assets are withdrawn at the moment when they reach the 37 

average service life for that asset type. Some assets may be discarded earlier due to overuse, poor 38 

maintenance or accidents, while others can continue to provide good service several years beyond 39 

their average life expectancy. Simultaneous exit must be regarded as an inappropriate retirement 40 

pattern (9). 41 

With a bell-shaped mortality pattern, retirements start gradually a certain time after the 42 

year of installation, build up to a peak around the average service life and then tear down in a 43 

similar gradual fashion some years after the average. There are a variety of functions which provide 44 

the flexibility to fit into the deduction fashion appropriately as regards skewness and peakedness 45 

(or kurtosis). They include gamma, quadratic, Weibull, Winfrey and lognormal functions (9). 46 



Kalan                                                                                                                                                                             6 

In the OECD Manual, a different bell-shaped methodology is also proposed. These 1 

‘Winfrey curves’ are defined as more realistic approaches. Winfrey curves are named after Robley 2 

Winfrey, a research engineer who worked at the Iowa Engineering Experimentation Station during 3 

the 1930s. Winfrey (26) collected information on dates of installation and retirement of 176 groups 4 

of industrial assets and calculated 18 “type” curves that gave good approximations to their 5 

observed retirement patterns. These 18 Winfrey curves in total are: six ‘S’ or symmetric curves, 6 

six ‘L’ or left skewed curves and six ‘R’ or right skewed curves (26) (9). The curves are described 7 

as in Equation 2; 8 

𝐹𝑇 = 𝐹0(1 −
𝑇2

𝑎2)𝑚                                                                                                                         (2) 9 

In the equation, FT is the marginal probability of an asset retiring at age T, where the age 10 

has been expressed as a share of the average service life. Thus, T varies from zero to infinity and 11 

FT is largest at the average service life (9).  12 

In the study of Derbyshire, Gardiner and Waights (27), in addition to estimates produced 13 

using ‘Simultaneous Exit’, two alternative mortality methods are used: The Winfrey S-2 function 14 

and the Winfrey S-3 function (27). These functions are stated in the OECD Manual to be two of 15 

the most widely employed. Furthermore, the Winfrey S-3 function is shown to be the most 16 

commonly employed by EU countries in the survey of EU national statistical offices described in 17 

that study (9). 18 

In our paper, new depreciation patterns are used. These models are the deterioration 19 

functions of New Jersey State Bridge Decks derived from data between 1992 to 2013. As it is also 20 

recommended as a future study in Ozbay, Ozmen-Ertekin and Berechman (7), common use of 21 

geometric depreciation pattern could be improved by considering climate, traffic density and other 22 

factors for the highway links. This paper aims to improve the conventional linear or geometric 23 

pattern methods in calculating highway capital stocks by replacing them with more highway 24 

specific approaches. The aforementioned deterioration functions consider the New Jersey highway 25 

bridge conditions and overweight truck problem as well. Therefore, these deterioration functions 26 

are selected to represent the region’s overall highway retirement patterns. 27 

STUDY AREA AND DATA 28 
The study area includes Sussex, Passaic, Bergen, Essex, Hudson, Hunterdon, Ocean, Warren, 29 

Monmouth, Morris, Somerset, Middlesex and Union counties in NJ, and Bronx, Kings, Queens, 30 

Richmond and New York counties in NY. These are the same counties used in the study of Ozbay, 31 

Ozmen-Ertekin and Berechman (7). The first reason to choose the same locations is the results 32 

achieved in that study for the dataset between 1990 and 2000 are significant and therefore, it is 33 

more likely to get promising results for the future dataset. The second reason is that the 34 

deterioration functions derived by Lou et al. (28) and used in this paper are mostly specific for the 35 

above mentioned region. Therefore, application of these deterioration patterns to another region 36 

may not deliver significant results. Another county or region may follow a different deterioration 37 

pattern for different reasons.  38 

The dataset employed consists of output (i.e., GCP), labor, private capital, highway 39 

investment, and highway capital for these 18 counties between 1999 and 2013. All monetary 40 

variables were measured in real dollars and were converted to year 2000 dollars. We estimated 41 

GCP values by apportioning gross domestic product (GDP) data obtained from the Bureau of 42 

Economic Analysis BEA (29) between the counties according to each county’s personal incomes. 43 

This is the same approach applied in Ozbay, Ozmen-Ertekin and Berechman (7). Due to the lack 44 

of disaggregated data at the county level, a similar approach is implemented in this paper. 45 
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Employment data were obtained from the Real Estate Center database of Texas A&M 1 

University (30). 2 

Private Capital Stock is obtained from Bureau of Economic Analysis BEA (29), and 3 

apportioned among the counties by using personal income ratios. This is the same methodology 4 

used in the GDP allocation. Using the same approach for apportioning the overall state values to 5 

counties is appropriate given the limited data availability for this particular study. 6 

Street and highway investments were based on annual street and highway expenditures in 7 

each county obtained from the ‘‘Highway Finance’’ section of the Highway Statistics Series 8 

published by the FHWA (31). As with private capital stock and GDP allocation, highway 9 

investment values are obtained at a per state level then proportioned by Personal Income values of 10 

each county. Another issue in highway investment data is the gaps for some years in the dataset. 11 

These gaps are filled using interpolation between the existing years of data. Although this approach 12 

disrupts the real variation in the dataset, the estimations of the models provide promising results 13 

and low error percentages, as shown in the Result & Discussion section of the paper. 14 

In this study, the amount of street and highway capital stocks are estimated based on annual 15 

street and highway investments in each county using the Perpetual Inventory Method (PIM). Given 16 

annual investment flows for each county between 1990 and 2013, highway capital stocks were 17 

computed using the following perpetual inventory accounting formula: 18 

𝐾𝑡 = 𝐾𝑡−1(1 − 𝛿) + 𝐼𝑡                                                                                                                 (3) 19 

Where “K” is capital stock, “I” is investment, “δ” is depreciation rate.  20 

The conventional depreciation method is chosen as a geometric depreciation pattern with 21 

4.1%, as used in the study of Ozbay, Ozmen-Ertekin and Berechman (7), due to a lack of a better 22 

option. In this paper, this approach is used as the baseline to which the new depreciation pattern 23 

assumptions are compared. The highway capital stock values are estimated by using the year 1990 24 

highway capital stock values in NJ and NY: $23,400 million for NJ and as $218,408 million for 25 

NY (7). Using the percentage of highway investment in each county (i.e., %share of each county 26 

from the total statewide investment), the state values were apportioned among the counties. 27 

The new depreciation patterns are achieved from the study of Lou et al. (28), which focuses 28 

on the Overweight Truck and Deck Deterioration Analysis for New Jersey State. They collected 29 

data between 1992 to 2013. Their study reveals 24 different models for 24 different highways as 30 

shown in the table below. 31 

𝐶𝑅 = 𝑀0 + 𝑀1𝑥 + 𝑀2𝑥2 + 𝑀3𝑥3                                                                                                             (4) 32 

Where “CR” is condition rating, “x” is time period in years.  33 

For each different model, the deterioration parameters are shown in (Table 1TABLE 1). 34 

 35 

 36 

TABLE 1  Deterioration Models for New Jersey Bridge Decks (28) 37 

Highway No 
Highw

ay 
M0 M1 M2 M3 R2 

Expected 
Service 

Life 
(years) 

1 I-80 8.457 -0.27901 0.013952 -0.000314 0.76 30.5 
2 I-78 8.906 -0.37056 0.020138 -0.000455 0.68 29.0 
3 I-676 8.689 -0.14916 0.003358 -0.00004 0.74 55.4 
4 I-295 8.731 -0.28146 0.017453 -0.000386 0.67 34.4 
5 I-195 9.257 -0.14778 0.00432 -0.000052 0.55 63.3 
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6 I-95 9.263 -0.30975 0.012759 -0.000196 0.76 42.9 
7 I-287 8.285 -0.07183 -0.00342 0.000006 0.91 26.9 
8 I-280 9.282 -0.17118 0.003212 -0.000054 0.87 40.6 
9 US-30 8.881 -0.49361 0.039417 -0.001203 0.84 22.5 

10 US-46 8.749 -0.27413 0.00866 -0.000111 0.63 43.8 
11 US-9 8.359 -0.18221 0.006012 -0.000086 0.72 48.0 
12 US-40 8.575 -0.17421 0.003439 -0.000029 0.81 62.6 
13 US-322 8.185 -0.11593 0.00236 -0.000031 0.70 53.1 
14 US-202 8.394 -0.18266 0.004732 -0.000057 0.62 49.6 
15 US-206 8.344 -0.11167 0.002289 -0.000037 0.91 49.0 
16 US-130 8.146 -0.12501 0.00223 -0.000023 0.68 56.7 
17 US-130 8.593 -0.26452 0.008185 -0.000114 0.75 38.7 
18 US-22 8.826 -0.23851 0.00736 -0.000083 0.76 56.1 
19 NJ-31 8.572 -0.21097 0.003373 -0.00002 0.86 46.3 
20 NJ-15 8.837 -0.1623 0.002751 -0.000018 0.90 86.1 
21 NJ-18 8.375 -0.11301 0.002884 -0.000041 0.76 54.9 
22 NJ-33 8.141 -0.03931 -0.00071 0.000007 0.77 76.6 
23 NJ-55 8.032 -0.06377 0.000213 -0.000004 0.66 61.0 
24 NJ-73 8.216 -0.10314 0.00251 -0.000031 0.82 62.4 

 1 

In compliance with the Perpetual Inventory Method, the highway capital stocks for each 2 

year are calculated for each corresponding year and county. 3 

Production Function Based Model 4 
There are many studies about the production function based models. The Cobb-Douglas structure 5 

is (32): 6 

𝑌𝑡 = (𝑀𝐹𝑃)𝑡𝐿𝑡
𝛼𝑃𝑡

𝛽
𝐺𝑡

𝛾
                                                                                                                                   (5) 7 

Where Y is the aggregate output (for example GDP), MFP is a measure of multi-factor 8 

productivity (for example technology), and L, P and G are, respectively, labor, private and public 9 

capital stocks. 10 

Typically, if the production form is linearized, the natural logarithm of both sides can be 11 

taken as: 12 

ln 𝑌𝑡 = 𝑙𝑛(𝑀𝐹𝑃)𝑡 + 𝛼𝑙𝑛𝐿𝑡 + 𝛽𝑙𝑛𝑃𝑡 + 𝛾𝑙𝑛𝐺𝑡                                                                                         (6) 13 

However, in our dynamic panel data models, to decrease the number of variables the labor 14 

variable is extracted by subtracting each variable with ln(L). Therefore, the economic indicators 15 

become another useful representation as capital/labor ratios. These indicators inherently give 16 

higher values in well-developed areas and relatively lower values for the relatively less expensive 17 

labor areas. In general, it can be linked through the average labor productivity. Therefore, in our 18 

models the general form becomes: 19 

(ln 𝑌𝑡 − 𝑙𝑛𝐿𝑡) = 𝑙𝑛(𝑀𝐹𝑃)𝑡 + 𝛽(𝑙𝑛𝑃𝑡 − 𝑙𝑛𝐿𝑡) + 𝛾(𝑙𝑛𝐺𝑡 − 𝑙𝑛𝐿𝑡)                                              (7) 20 

where α, β, γ are the coefficients of the log-transform regressions. 21 

MODEL SPECIFICATION 22 
In this paper, a panel data approach is used. The general aim of using panel data is to search for 23 

unobserved factors that impact the output. There are two types of those factors: constant or varying 24 

over time. Let i represent the location and t the time, a single regressor observed model is (33): 25 

𝑦𝑖𝑡 = 𝛽0 + 𝛿𝑑2𝑡 + 𝛽1𝑥𝑖𝑡 + 𝛼𝑖 + 𝑢𝑖𝑡  𝑡 = 1,2 …                                                                   (8) 26 

The variable d2t is a dummy variable that equals zero when t = 1 and one when t = 2. The 27 

dummy variable does not change between locations. Therefore, the intercept for t =1 is β0, and the 28 
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intercept for t = 2 is β0+δ0. In independently pooled cross sections, allowing the intercept is allowed 1 

to change over time (33). 2 

The ai variable includes all time-constant and unobserved factors over yit. Ai is called 3 

unobserved effect and does not change over time. The error uit is generally named as time-varying 4 

error or idiosyncratic error. It displays the unobserved effects that change over time (33). 5 

If the model (1) considered, a two-year period can be thought of in two ways: just pooling 6 

two years and using OLS, and assuming that ai is uncorrelated with xit (33): 7 

𝑦𝑖𝑡 = 𝛽0 + 𝛿𝑑2𝑡 + 𝛽1𝑥𝑖𝑡 + 𝑣𝑖𝑡                                                                                                     (9) 8 

𝑣𝑖𝑡 = 𝛼𝑖 + 𝑢𝑖𝑡                                                                                                                              (10) 9 

But, if ai and xit are correlated, OLS is biased and therefore the results are biased. It is called 10 

heterogeneity bias, resulting from omitting a time-constant variable. According to our panel 11 

dataset and panel data methodology, existence of the time-constant variable is tested with 12 

Hausman-Taylor methodology. The results showed that this variable exists in the model (33). 13 

To eliminate this bias, some methodologies can be used. One is taking the difference of the 14 

model with respect to previous year’s model, and therefore the time-constant effect can be 15 

eliminated. An alternative and a common way to eliminate this unobserved time-constant effect, 16 

ai is fixed effect estimation. The fixed-effect estimation for one explanatory variable (33): 17 

𝑦𝑖𝑡 = 𝛽1𝑥𝑖𝑡 + 𝛼𝑖 + 𝑢𝑖𝑡        𝑡 = 1,2, … 𝑇                                                                                    (11) 18 

For each i, taking averages over time gives: 19 

𝑦𝑖 = 𝛽𝑖�̅�𝑖 + �̅�𝑖 + �̅�𝑖                                                                                                                    (12) 20 

When the equation (11) is subtracted from Equation (10); 21 

𝑦𝑖𝑡 − �̅�𝑖 = 𝛽𝑖(𝑥𝑖𝑡 − �̅�𝑖) + 𝑢𝑖𝑡 − �̅�𝑖     𝑡 = 1,2, … 𝑇                                                                    (13) 22 

In other terms; 23 

�̇�𝑖𝑡 = 𝛽1�̇�𝑖𝑡 + �̇�𝑖𝑡    𝑡 = 1,2, … 𝑇                                                                                                (14) 24 

Where �̇�𝑖𝑡 = 𝑦𝑖𝑡 − �̅�𝑖 is the demeaned data on y. This method is called within 25 

transformation or fixed effect approach. A pooled OLS estimator that is based on time-demeaned 26 

variables is called fixed effect estimator or within estimator (33). 27 

In our analysis, the panel dataset is applied in fixed-effect model. After the results are 28 

achieved, a test is performed to reveal the direction of causality. The test results showed that the 29 

causality runs for both directions. However, in Ozbay, Ozmen-Ertekin and Berechman (7), it is 30 

found that the causality runs for one direction, from highway capital stock increase to GDP growth 31 

for the same counties and the time interval in that paper. Therefore, this situation leads us to a 32 

problem called endogeneity. An endogeneity problem is the relation of one or more independent 33 

variables with the error term in the model. This type of problem can generally occur for different 34 

reasons, such as measurement error, autoregression with autocorrelated errors, simultaneous 35 

causality, omitted variables etc. Additionally, cross-sectional dependency can be a strong reason 36 

for this endogeneity problem. Also, in the same study of Ozbay, Ozmen-Ertekin and Berechman 37 

(7), spillover effect is observed in some of the models, which is evidence for existing cross-38 

sectional dependency in this New York and New Jersey area. To overcome this problem, spatial 39 

based models can be used, such as the studies of Xie et al. (34) and Xie, Ozbay and Yang (35). 40 

There are also some panel data methodologies such as simultaneous equations approach, using 41 

instrumental variables, etc. In this study, a dynamic linear panel data methodology will be used 42 

which is called Arellano–Bover/Blundell–Bond linear dynamic panel-data estimation. In the 43 

following parts, this methodology is explained in detail (36-38). 44 

A dynamic panel data model can be expressed as:  45 

𝑦𝑖𝑡 = ∑ 𝛼𝑗𝑦𝑖,𝑡−𝑗 + 𝑥𝑖,𝑡𝛽1 + 𝑤𝑖,𝑡𝛽2 + 𝑣𝑖 + 𝜀𝑖,𝑡
𝑝
𝑗=2                                                                         (15) 46 
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Where 𝑖 = 1, … 𝑁 𝑡 = 1, … 𝑇𝑖 and; 1 

 2 

 aj and p are the parameters to be estimated 3 

 xit is a 1 × k1 vector of strictly exogenous covariates, 4 

 β1 is a k1 × 1 vector of parameters to be estimated, 5 

 wit is a 1 × k2 vector of predetermined or endogenous covariates, 6 

 β2 is a k2 × 1 vector of parameters to be estimated, 7 

 νi are the panel-level effects (which may be correlated with the covariates), and 8 

 ϵit are i.i.d. over the whole sample with variance σ2
ϵ  9 

The νi and the ϵit are assumed to be independent for each i overall t. In this model, the 10 

fundamental problems are: 11 

1. Due to yit is a function of vi, so is yi;t-1, Ordinary Least Square is biased and inconsistent 12 

even if the eit are not serially correlated. 13 

2. Since the within transformation clears the mi, but we get problems because the correlation 14 

with yi;t-1 and eavg;i (this mean contains ei,t-1). Therefore, Fixed Effect is biased but still 15 

consistent for T→∞. 16 

Blundell and Bond (38) show that the lagged-level instruments in the Arellano–Bond 17 

estimator become weak as the autoregressive process becomes too persistent or the ratio of the 18 

variance of the panel-level effects νi to the variance of the idiosyncratic error ϵit becomes too large. 19 

Building on the work of Arellano and Bover (37) and Blundell and Bond (38) proposed a system 20 

estimator that uses moment conditions in which lagged differences are used as instruments for the 21 

level equation in addition to the moment conditions of lagged levels as instruments for the 22 

differenced equation. The additional moment conditions are valid only if the initial condition 23 

𝐸[𝑣𝑖∆𝑦𝑖2] = 0 holds for all i (39). 24 

Therefore, our model becomes: 25 

ln (𝑔𝑐𝑝𝑖,𝑡) − ln (𝑙𝑎𝑏𝑜𝑟𝑖,𝑡) = 𝛼0+𝛼1[ln(𝑔𝑐𝑝𝑖,𝑡−1) − ln(𝑙𝑎𝑏𝑜𝑟𝑖,𝑡−1)] + 𝛼2[ln(𝑔𝑐𝑝𝑖,𝑡−2) −26 

ln(𝑙𝑎𝑏𝑜𝑟𝑖,𝑡−2)] + 𝛼3[ln(𝑝𝑟𝑠𝑡𝑜𝑐𝑘𝑖,𝑡) − ln(𝑙𝑎𝑏𝑜𝑟𝑖,𝑡)] + 𝛼4[ln(ℎ𝑔𝑠𝑡𝑜𝑐𝑘𝑖,𝑡) − ln(𝑙𝑎𝑏𝑜𝑟𝑖,𝑡)] +27 

𝜀𝑖,𝑡                                                                                                                                                                   (16) 28 

where “gcp” is the Gross County Product, “prstock” is the private capital stock value, 29 

“hgstock” is the highway capital stock value in 2000$. “labor” is the employment data (number of 30 

total jobs), i is county and t is time index. 31 

As mentioned in the Study Area and Data section, the highway stock value is evaluated 32 

using the Perpetual Inventory Method. The new highway depreciation patterns are incorporated to 33 

highway investments and the other 22 new highway capital stocks are represented with the 34 

numbers in the order shown in (Table 1). 35 

In the following section, the model results are represented and the year 2016 GCP 36 

estimations are compared with the real data for the robustness of the new models. 37 

RESULTS & DISCUSSION 38 
Each result from the new depreciation model suggestions are evaluated using the log-transform 39 

models. The results show significant values within the 5% and 10% confidence intervals. Highway 40 

capital stock per labor estimations vary between 0.06 and 0.17 for different highway stock 41 

depreciation patterns. On the other hand, lagged terms of Gross County Product per labor for each 42 

corresponding year also give significant values. The first lagged of gcp per labor values ranges 43 

from 0.39 to 0.57, indicating it has a positive effect on the current year’s gcp. However, the second 44 

lag of the gcp per labor produces negative, but still significant, values varying from -0.10 to -0.13. 45 



Kalan                                                                                                                                                                             11 

Private stock per labor value differs from 0.47 to 0.54 among different models of highway stock 1 

depreciation patterns, significantly. The results are not tabulated here due to space constraints. 2 

The model results are used to forecast the year 2016 GCP values of the counties used in 3 

the dataset. The errors are estimated and displayed in (Figure 1). 4 
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 1 
FIGURE 1  Year 2016 GCP Estimation Errors in % per county 2 
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First of all, the estimations in the conventional method give low error margins, varying 1 

from 1.1% to 3.8%. When the improvement model is used, although some of the counties show 2 

significant changes, some of them do not change excessively and some are even affected 3 

negatively. 4 

In the proposed depreciation patterns, the counties of Sussex, Passaic, Bergen, Essex, 5 

Hunterdon, Warren and Union reflect an improvement trend for the error percentages in general. 6 

However, Model 7 (I-287) and Model 20 (NJ-15) do not provide significant depreciation indicators 7 

for these county highway capital stocks, except Sussex and Hunterdon. On the other hand, Hudson, 8 

Ocean, Somerset, Bronx, Kings, New York counties show negative impacts on the estimation of 9 

the year 2016 GCP values for all the models. The remaining counties, Morris, Middlesex, Queens 10 

and Richmond, do not give consistent enough results to show a definitive trend. 11 

These results show that some of the counties’ highway capital stock patterns are 12 

appropriate for the application of the deterioration models of the New Jersey State bridge decks. 13 

On the other hand, some of the counties, especially for New York state, are not good for such an 14 

approximation. In conclusion, a better representation of the depreciation patterns for state 15 

highways in general is not possible using currently available data. However, it is possible to apply 16 

some of the models to certain counties that show better error results. But, when these models do 17 

not represent the depreciation trends of those counties’ highway capital, the better approach is to 18 

use the conventional practices in the literature, such as geometric pattern, which assumes a 19 

homogenous distribution over the time period of the service life. 20 

SENSITIVITY ANALYSIS 21 
Given the above mentioned results, how can policy makers use the developed models to determine 22 

the effects of the changes in the amount of highway capital investment on the GCP levels? To 23 

answer this question, a sensitivity analysis is performed for different models.  24 

The impact of increasing and decreasing highway capital per labor by 5%, 10%, 15% and 25 

20% relative to the current level of GCP per labor values for the conventional method and Models 26 

4 and 22, as the most GCP estimation improvements observed, is analyzed. 27 

The results from the sensitivity tests presented in (Figure 2) show that, for all models, GCP 28 

per labor is sensitive to the changes in highway capital investment per labor. 29 

Figure 2 shows the rate of percentage change in the GCP per labor versus the percentage 30 

change in the amount of highway capital per labor. It implies that the sensitivity of the GCP per 31 

labor to the changes in highway capital is the highest at 20%.  32 
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 1 
FIGURE 2  Sensitivity Analysis for Conventional Model, Model 4 and Model 22 2 
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CONCLUSION & FUTURE STUDIES 1 
In many studies, the transportation infrastructure and changes in the economic indicators are 2 

examined by using the appropriate data to represent the variables. One of the important variables 3 

commonly used is capital stock values of the transportation infrastructure. In this paper, highway 4 

capital stock and its impact on economic growth is scrutinized by using different depreciation 5 

patterns, and it is examined whether the proposed models are providing lower error margins in the 6 

GCP estimations or not. 7 

For public capital stock calculations, general methods are explained in OECD Manual (9) 8 

to seek the homogeneity among the different assets, countries and conditions. These methods are: 9 

linear, simultaneous exit, delayed linear and belly-shaped functions. The most common 10 

methodology for calculating the highway capital stocks is geometric depreciation. In this paper, it 11 

is examined whether a regional deterioration model that includes those factors can represent the 12 

highway capital stock depreciation patterns for the regions. For this purpose, data from 18 counties 13 

in the New York and New Jersey region are used between 1999 and 2013 in a dynamic Arellano 14 

Bover/Blundell linear dynamic panel data model which considers gross domestic product for the 15 

county level (GCP), private capital stock and highway capital stocks. These variables are 16 

incorporated in the models by dividing each of them to the employment numbers of these counties 17 

in each year (37; 38).  18 

The different depreciation patterns are derived from the region-specific deck deterioration 19 

models computed by Lou et al. (28). 22 different deterioration models are converted into 20 

depreciation models for testing the improvement in the GCP estimations for those counties. 21 

As a conclusion, all of the depreciation models among 22 deterioration patterns and the 22 

conventional geometric pattern give significant estimations in the econometric models. The 23 

resultant model coefficients are used to forecast the year 2016 GCP values for the counties.  24 

The results in the conventional method provide GCP estimations with low error margins, 25 

varying from 1.1% to 3.8%. In the proposed depreciation patterns, the counties of Sussex, Passaic, 26 

Bergen, Essex, Hunterdon, Warren and Union reflect an improvement trend for the error 27 

percentages in general. On the other hand, Hudson, Ocean, Somerset, Bronx, Kings, and New York 28 

counties reflect negative impacts on the estimation of the year 2016 GCP values for all the models. 29 

Morris, Middlesex, Queens and Richmond counties do not present consistent results. 30 

These result show that some of the counties, such as Bergen, Sussex, Hunterdon, reflect 31 

promising improvements in the new models for estimating year 2016 GCP values. For these 32 

counties, the new depreciation models can be used in policy decisions due to their precise results. 33 

However, none of the models represent the whole region’s depreciation pattern perfectly.  34 

The results also show that the best approximation for the depreciation pattern is estimating 35 

them for each highway link itself. This may not be possible with existing data, but may be possible 36 

in future due to FHWA's MAP-21 requirements that agencies collect disaggregate-level data on 37 

their infrastructure assets, such as structural condition data of each bridge in element level (40). 38 

Additionally, for the future studies, if each county’s level of investment is known exactly, the 39 

capital stock values for each of them can be assigned specifically, producing more precise results. 40 
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